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RECOMMENDER SYSTEMS
BASED ON USER NAVIGATIONAL BEHAVIOR
IN THE INTERNET

Wolfgang Gaul and Lars Schmidt-Thieme*

Starting from data available about (anonymous) visitors of a website, pos-
sibilities of extracting information as well as enriching pure browsing patterns
with the help of business measures (e-metrics) and detecting possibly negative
effects of web robots are sketched as prerequisites for interpretation purposes of
the navigational behavior of internet users. Problems with the reconstruction of
user navigation paths are explained and different heuristics for path completion
are discussed. Additionally, several kinds of features of user navigation paths
(e.g., sets, sequences, path fragments) have to be mentioned to prepare for an
adequate theoretical background concerning recommender systems that can be
used for tasks as different as site personalization, cross-/up-selling, and naviga-
tion assistance. A vocabulary to describe different kinds of recommender systems
and generic quality measures for system evaluation are formulated. Then. spe-
cific recommender systems, especially systems based on frequent path features,
are defined and evaluated in a final experiment. In an outlook directions for
future research on recommender systems are given.

1. Introduction

Content mining and usage data mining in the web as one of the fastest growing
sources of information is a challenge for data analysts. In this paper, we concen-
trate on usage behavior information and discuss the employment of recommender
systems for this kind of data. In Section 2 we start with some basic facts con-
cerning information extraction from web server log data that can be composed
to so-called e-metrics to help site owners to successfully design their e-businesses.
Within this site-oriented point of view web robots are just troublemakers that
— sometimes unauthorized — gather business intelligence from the visited sites,
distort usage data distributions of mining systems, and may consume considerable
site server resources. Against this background, navigation path reconstruction of
internet users from web server log data is of interest and and taken as starting
point for the application of data mining algorithms of Apriori type. In Section 3,
we explain how different path features, e.g.. sets, sequences, simple generalized
sequences, and path fragments can be considered for modeling navigational be-
havior. Given these possibilities to analyze web usage data, Section 4 is devoted
to recommender systems, especially recommender systems that can use navigation
path information as input. In Section 5, some examples and experiments are pre-
sented that allow a comparison of recommendations obtained on the basis of the
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different navigation path features mentioned before. In an outlook, in Section 6,
hints concerning future research activities with respect to recommender systems
are given.

2. Web Usage Data Analysis

In this chapter, some basic facts concerning the analysis of web usage behavior
information are sketched and prerequisites for the understanding of the more
formal and mathematical parts of the paper are put together.

2.1 Straightforward information extraction and e-metrics

Starting point is the site server’s logfile that lists all HT'TP-requests in the ol
order they occur. Figure 1 shows a sample of such a logfile. Each HTTP-request
is represented by a one-line-logfile-entry in the combined logfile format which is
the most often used variant of the extended logfile format that has replaced the
older common logfile format (see Hallam-Baker & Behlendorf, 1996).

Each one-line-entry of Figure 1 consists of the following nine fields

[ip] [name]login] [date] [request] [status|[size][referrer] [agent]

with [ip] as numerical address of the client host (ip address), [name] as name
of the user, [login] as login of the basic HTTP-authentication given by the user,
[date] as date and time of the request, [request] as HTTP-request line containing
the request method, the URL of the requested resource (page), and the desired
HTTP-protocol, [status] as 3-digit status code returned by the server, [size] as
size (number of bytes) of the resource actually returned by the server, [referrer]
as URL of the resource containing the link to the requested resource, and [agent]
as name of the client agent (browser).

Given the just described logfile information simple usage statistics can easily
be computed, e.g., about the home countries of site visitors (resolving IP addresses
to DNS names), the providers they use, the web sites they come from (including
search keywords used to retrieve a link to the underlying site). the resources
requested most often on the site, and the time (day of the week and time of the
day) of certain requests.

Checking all the information that can be and has been stored in site server logs
an immediate conclusion is to ask for characteristic numbers to measure web site
success. As distinction from traditional business measures and success-tracking
techniques these characteristic numbers are called e-metrics (NetGenesis (2000)).
Here, basic concepts like hits (which rather reflect site design than customer be-
havior), page views (which comprise hits to different parts of the underlying page),
and visits (which consist of page views of a user to the underlying site within a sin-
gle “clickstream” or session) have to be enriched by additional information about.
e.g., costs (to help site owners to monitor (un)successful site design strategies) or
further behavioral analyses of the data (to better understand the customer).
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Besides information extraction possibilities as just mentioned these mountains
of data have an irresistible attractive power for the application of more sophis-
ticated mining activities (which is the topic of this paper). In the main parts
of the paper we will analyze web server log data on the basis of navigation path
reconstruction possibilities and present a new type of recommender system that
can handle this kind of navigational behavior patterns. In this context. the role
of web robots should be mentioned.

2.2 Web robots

Web robots, also known as crawlers or spiders, are software programs that
search the internet for the purpose of locating and retrieving information accord-
ing to the tasks for which they were developed (e.g., browsing assistants have
been designed to locate web documents relevant for their clients, hyperlink check-
ers are employed by web site administrators to test for broken links or missing
pages, search engines are used to build information bases. shop bots search for
price and quality information of goods or services to facilitate comparisons within
and between commercial site offers). While some site owners attempt to block
accesses by these robots, others perceive them as a means of attracting poten-
tial customers. In the context of this paper one has to face the problem that
the navigational behavior of internet users may be superimposed by web robot
navigational patterns when one tries to analyze web server log data.

Web robots may identify themselves in the user agent field of the HTTP-
protocol as shown in line 4 of Figure 1 (googlebot). A database with agent
names of robots, their tasks and owners can be found on The Web Robots Pages
(http://info.webcrawler.com/mak/projects/robots/ robots.html). Good natured
robots check the file robots.txt in the server root that allows server owners to
advise some or all robots not to access parts or all of the pages on the server. An-
other method to control robot behavior for HTML resources is the meta-tag: the
key robots may have assigned a value noindex and/or nofollow that specifies,
that a robot should not index this page and/or should not follow the links in this
page, respectively.

But as the name of the user agent stems from the client and a web robot
may camouflage itself and return the name of a browser like Netscape or IE as
user agent name, and as it is completely up to the client to respect site owners'
preferences or not, one has to prepare for malignant robots. Therefore, it is
desirable to identify web robots by their usage behavior instead of relying on the
information given by them on their (or their owners) free will. Typical navigation
behavior of robots in contrast to humans is characterized by a) not requesting most
of the auxiliary resources (like images and stylesheets that are uninteresting for
indexing), b) traversing the link graph of the site in a fixed way (e.g.. by breath
first search), ¢) requesting resources very fast (known as rapid fire, one of the
technical main problems caused by malignant robots) or d) requesting resources
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very slowly (which may cause problems with respect to user session recognition).
Even if the robot in the example logfile of Figure 1 already mentioned above would
not reveal itself by giving its name in the user agent-field and would not request
the resource robots.trt, one would suspect the entries to come from a robot due
to the missing requests for auxiliary resources (in line 5 the resource A.zml is
retrieved, but there is no follow-up request for the stylesheet page.css for that
resource). Older browsers not capable of CSS-stylesheets also may omit those
requests, of course, and users may advise their browser not to download images
automatically. so that patterns of navigation behavior typical for web robots can
only be taken as evidence but not as a proof (see Tan & Kumar, 2000, for an
empirical study of the navigational behavior of robots).

2.3 Reconstruction of user navigation paths

Contrary to straightforward information extraction deeper knowledge may be
gained by applying more sophisticated methods that often rely on the recovery
of the navigation paths. Many technical circumstances as requests missing in
logfiles due to client/proxy caching, non-unique ip addresses due to proxy usage
etc. make this a problem on its own, that is addressed by preprocessing of web
usage data; different aspects thereof are handled in Cooley et al. (1999) and
Gaul & Schmidt-Thieme, 2000. Here, we only point out additional possibilities
concerning navigation path completion.

Browsers cache resources locally after their first request and answer succeeding
requests of the same resource by delivering the local copy. As side effect, the server
hosting the resource does not see that the user has requested the resource again
and consequently the request is missing in the logfile.

When collecting requests and combining them to a tentative user path, most
of these situations can be detected as gaps in the tentative path: a resource is
followed by a resource that it is not linked to directly. Several heuristics have
been proposed to fill in this gap and complete the path:

Backtracking: Assuming that the user navigates only with the back button of
his browser, the gap is filled with resources of his navigation history until a
resource is reached that is linked directly to the next resource requested.

Optimal paths: The gap is filled with a connecting path that suffices some op-
timality criterion, e.g., the shortest path or the most common path.

Path fragments: The gap is filled with a wildcard symbol indicating that we do
not know the exact path the user took from one resource to the next.

The last possibility represents paths in a larger path space containing wild-
cards, that we will model as space of generalized sequences in the following. Fea-
ture extraction algorithms for ordinary sequences easily can be adapted to handle
this type of structures.
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See Figure 2 for a simple example and Figure 3 for a reconstruction of the
logfile from Figure 1.

Figure 2: Site graph (solid arcs ———) with start path ABCD and path
prolongation to E via path completion ABCD(CBA)E by backtracking (dashed
arcs — —— ), ABCD(CA)E by shortest path (dotted arcs ......... »). as well as
ABCD*E as path fragment.

B+ - C — - D
/Ik AN % \
N i \ \\
(a) site graph
no, [client ip agent reconstructed paths

(by backtracking) (by shortest path) |(as path fragment)
129.13.122.23 | Konqueror /2.0 [ ABEF (EB)CHLJ ABEF(B)CHLJ ABEF*CHILI
193.197.80.33 Netscape6 /6.0 | ACBE(BC)HI(HC)D | ACBE(BCYHI(C)D|ACBE*HI*D

3 1193.197.80.33 | MSIE 5.01 BCJ(C)HI BCJ(C)HI BCJI*HI

(b) analyzed paths

o ==

Figure 3:  Example web site and example set of paths analyzed
with help of different path completion heuristics from the logfile in Figure 1

3. Path Features

Navigational behavior described by paths that users have taken on a site belong
to the most valuable information that can be gained. But paths as sequences
of resources of different lengths are complex objects which are not that easy
to compare and to use in data mining algorithms. Thus, one is interested in
determining sets of simpler features for path description (feature extraction).

Let R be an arbitrary set (the set of resources of a website). The set R* :=
Unen B" of all tuples of R is called the set of sequences of R and serves as basis
to model user paths.

A sequence p = (p1,...,pjp|) € R* describes a path as sequence of resources of
R. its length is denoted as |p|. Sometimes, we replace the tuple-notation by just
putting the corresponding resources one after the other, i.e., pip2--- p)y (see, e.g.,
Figures 2 and 3).
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A substructure space of R* is defined as pair (A, <) of a set A and a relation
=< on A x R* where a € A is called substructure of p € R* if a < p.

5,: R*— {0,1}

. 1, ifa=p
¥ 0, otherwise
is called indicator function of substructure a. Examples of substructures for paths

p € R* are (where P(R) denotes the powerset of R):

1. sets (P(R), C) of resources, where a set of resources a € P(R) is defined to be
a substructure of a path p if all resources x € a occur in path p,

2. sequences (R, <n), where a sequence a € R* is defined to be a substructure of
a path p if it is a contiguous subsequence, i.e.. it exists ip € {0,... , |p|—|a[} with
a; = pig+i foralli=1,... ,|al,

3. generalized sequences ((R\U {*})*. <gen). i.€., sequences consisting of elements
of R and an additional symbol # used as wildcard, where a generalized sequence
a € (RU {*})* is defined to be a substructure of a path p if it is a generalization
of a (contiguous) subsequence of p and generalization means that arbitrary parts
of the sequence may be replaced by wildcards (see Gaul & Schmidt-Thieme, 2001
for an exact definition),

4. simple generalized sequences (R*, <n¢), where a (simple generalized) sequence
a € R* is defined to be a substructure of a path p if it is a noncontiguous subse-
quence with the following meaning: It exists j : {1,... ., |a|} — {1.... ,|p|} strictly
increasing with a; = p;;) foralli=1,..., la|, i.e.. in the context of generalized
sequences, if @y * ag * -+« * ajq) Sgen P-

The space of simple generalized sequences can be viewed as a subspace of the
space of generalized sequences where a wildcard is interspersed between each two
resources. Notice that in practical applications only generalized sequences without
a wildcard at the first and/or last position (i.e., a € (RU {*})* with ay.a), € R)
are of interest. These sequences are called path fragments.

For any substructure space A the symbol () describes the empty substructure
(i.e.. the empty set or the empty sequence, respectively) and |a| the substructure
complezity of a € A defined as cardinality (for sets) or length (for sequences).

Now. we can define a path feature to be a pair (®, @), where @ is an arbitrary
set called feature space and p : R* — @ the feature map mapping paths to features.
For a path p € R* we call ¢(p) the p-feature of p.

Trivial examples for path features are its length (¢ : R* — N,p — |p|) and its
entry point (¢ : R* — R.p — pi). More interesting features are obtainable via
substructures.

From an arbitrary substructure space (A, =) we derive its associated path
feature

¢: R*— {0,1}A

SREES )
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L.e., a feature space that — for every path p — contains a binary vector indicating
whether an element a € A is a substructure of p or not.

Feature spaces based on substructures turn out to have the disadvantage of
high dimensionality: the feature space build from subsets has dimension 2181 the
one build from finite sequences (if subsequences are restricted to length n) has
dimension 377 [R|. Therefore — given an underlying (multi)set of navigation
paths S that has to be analyzed (where multiset denotes a sot with eventually
multiple membership of elements) — one is looking for interesting subsets of sub-
structures that result into a smaller number of dimensions but still carries as much
information as possible for a description of the objects of (multi)set S (feature se-
lection). We call a dimension sparse with respect to S if the corresponding entry
in the binary vector is zero for almost all paths of (multi)set S. In applications,
one often can drop a vast number of sparse dimensions and restrict to those di-
mensions for which the percentage of non-zero entries in the binary vector exceeds
a lower bound.

Dependent on this bound called minsup frequent substructures of the paths of
§ can be determined beforehand. For a substructure a € A one defines its relative
frequency

_ H{peSla=p}|
P =T

as support of a in §. The task to compute all frequent substructures, i.e., the
set @(sminsup) = {a € A| supg(a) > minsup} of all substructures with at least
a given minimum support minsup € Ry, is well known and accomplished by
the Apriori algorithm for sets (Agrawal & Srikant, 1994), sequences (Agrawal &
Srikant, 1995) and generalized sequences (Gaul & Schmidt-Thieme, 2001), re-
spectively. Building the feature space from the frequent substructures (s minsup)
only instead of using all substructures of A can reduce the dimensionality dra-
matically (depending on the minimum support and the structure of S . of course).
We call this feature space path features based on frequent substructures in general,
and, in particular, path features based on frequent subsets, subsequences, (simple)
generalized sequences or path fragments, etc.

4. Recommender Systems Based on Navigation Paths

A recommender system is software that collects and aggregates information
about site visitors (e.g., buying histories, products of interest, hints concerning
desired /desirable search dimensions or other FAQ) and their actual navigational
and buying behavior and returns recommendations (e.g.. based on customer de-
mographics and/or past behavior of the actual visitor and/or user patterns of
top sellers with fields of interest similar to those of the actual contact). These
recommendations have to be created in such a way that they are valuable for
browsers /customers/visitors as well as for site owners. Nowadays, recommender
systems are installed in more and more commercial sites to assist consumers in bet-
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ter/faster accessing useful information but also site owners in converting browsers
to buyers, in stimulating cross- and up-sales, and in establishing customer loyalty
as part of the activities to improve electronic customer care. — Recommender
systems have been studied extensively since Resnick et al. (1994) who used the
label collaborative filtering. An overview about applications of recommender sys-
tems in e-commerce can be found in Schafer et al. (1999, 2000) and an analysis
of some recommendation algorithms in Breese et al. (1998) and Sarwar et al.
(2000).

Beside such known approaches to designing recommender systems a new type
of recommender system has emerged that aims at helping surfers in navigating
the web. At each step in the navigation process recommendations based on the
up-to-now known navigation history are given concerning pages to visit next.
Recommender systems based on navigation paths thereby add to the static hy-
perdocument linking by expanding it to dynamically linked hyperdocuments.

Recommender systems based on navigation paths are useful in e-commerce
contexts as they try to make buying more pleasant for potential customers. As
major parts of an e-commerce site can consist of product catalogs and the presen-
tation of individual products, linking between such information can also be per-
formed by traditional recommender systems. The real strength of recommender
systems based on navigation paths becomes clearer in more or less unstructured
collections of information, as found in, e.g., news groups, message boards, web
directories, search engines and the like — provided that usage information within
those collections can be gathered and joined.

First roots of recommender systems for paths can be found in an adaptive
hypertext system of Stotts and Furuta (1991) that requires a special document
reader which can be advised to modify (attributes of) links already coded in the
documents with respect to usage behavior. The idea of developing recommender
systems based on standard HTTP-servers and the information in their logfiles
dates back to Yan et al. (1996), where a simple clustering algorithm is used
and the construction of recommender systems is described as dynamic hypertext
linking. Perkowitz and Etzioni (1998) build recommender systems based on co-
occurrence frequencies between resources and connected components of the usage
graph and call them adaptive web sites. Mobasher (2001) has investigated three
different approaches to compute recommendations by using sessions described as
sets of pages visited together (including visit times). His first approach is based
on association rules for sets, for a second alternative session clusters (computed
via the k-means algorithm) are needed. the third approach uses resource clusters
(computed by means of ARHP (association rule hypergraph partitioning)). —
Bodner and Chignell (1999) tackle the problem from the point of view of text
retrieval: they exploit the reference texts of visited links and keep track of a list
of relevant key words that is fed into a search engine; the results of the search are
linked from the keywords found in the active document. Joachims et al. (1995)
and Lieberman (1995) present WebWatcher and Letizia, two agents for web brows-
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ing that are capable of giving recommendations depending on the users’ searching .
behavior so far; WebWatcher uses similarities in the link structure to identify
related documents, Letizia gathers additional data about user behavior (as book-
marking and usage of documents on different servers not available on server-side).
Fu et al. (2000) propose another agent that collects usage information of different
users in a central repository and computes recommendations from sets of pages
visited frequently together by means of association rules.

In the following we develop a framework for path based recommender systems
that may use a variety of different path features and cluster algorithms.

4.1 Prerequisites for recommender system evaluation

From a mathematical point of view, a recommender system based on navigation

paths is a map
r: R* — P(R) (1)

and the set 7(p) is called recommendation set for p € R*.

Starting point for an evaluation of such recommender systems is a (multi)set
of paths S. Each path p € S can be split at position @ € {1,....|p| = 1} in
a history hi(p) = (p1,....pi) and a future fi(p) = (is1s - Plpl)- Pi 18 called
recommendation point.

Now, a general definition for a recommendation quality measure can be given

by

q:R1XR2><R3 =% RH (2)
(h'w f,?") L Q(h,f,'f')

where R; describes the history space, R, the future space, and Ry the space of
(sets of) recommendations 7(h) derived from h € Ry. Various choices of Ry, Ry,
and Ry are possible. We will restrict to Ry = Ra = R* and Rz = P(R), in the
following.
g(h, f.r) measures the quality of recommendations (e.g., by choosing h = hi(p)
and comparing r = 7(hi (p)) with f = fi(p) for a path p).
Simple examples of recommendation quality measures are

g(h. f.r) := |{y € rly occurs in I (3)

which is just the number of recommended resources that also occur in f, or

glh. f.r) =Y alhpp: £+9) (4)

yerih)

where §: Rx R* x R — Ry describes a measure that depends only on the
recommendation point hp| and evaluates the degree of conformity between f and
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a single recommendation y € r(h). i.e.. the quality measure does not take into
consideration any compound effects as, e.g.. preference of resources concentrated
in a particular region of the site over those scattered all over the whole site.

Recommendation quality can take into consideration the distance between his-
tory resources and recommended resources (measured with the help of the under-
lying site graph structure or, alternatively. defined as minimal number of resources
between recommendation point and recommended resource in the actual future
of a path), e.g., for 2.y € R and f € R* (e.g.. with = = p;.y € r(hi(p)). and
f = fi(p) for a path p € R*) one can define

u(dist(z,y)) ,if y # x occurs in f

4(z, fy) = { 0 ,otherwise (5)

where dist denotes an appropriate distance function and u measures the utility
assigned to the distance between pairs of resources. The meaning is that resources
in the direct neighborhood of a recommendation point are easier to find (and, thus,
to recommend) than adequate resources far away. Examples for utility functions
are

u:Ry — R{

1 hit count
d d linear scale
logd + 1 logarithmic scale (6)
(d —dy+1)d)4, 4,(d) window effect
. 1, de [dl)s dl]?
with 0(g, 4,)(d) = { 0, otherwise

Up to now, recommendation quality measures as depicted in (3), (4) are re-
stricted to a single navigation path but, of course, for a given recommender system
r, a recommendation quality measure g, and an underlying (multi)set S of navi-
gation paths, one can define, e.g.,

QPM(8) =Y > alhi(p). filp). 7 (hi(p)))

as raw recommendation score for v relative to §. Let
o (S) = max Q™ (S)

be the (theoretically) mazimal recommendation score (relative to a given quality
measure ¢); see Section 4.2 for a simple method to compute Q3% (S) for a given
test set §. Then, one can define

Qr(S) = Q™ (8)/Qmax(5)
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as normalized recommendation score, which is a useful characteristic number for
the comparison of the performance of a recommender system on different test sets
or of different recommender systems on the same (multi)set S.

Now, the problem to find an optimal recommender system can be formalized as
follows: given a quality measure g construct a recommender system r on the basis
of information from a training set S®®" of paths so that the raw recommendation
score of r on a test set S'*t of paths (not used for building the recommendation
system) is maximal.

For the simple recommendation quality measure (3) that just counts the num-
ber of conformities between resources of r and f, apparently, the optimal recom-
mender system is the system that simply recommends all resources for any given
history: for sure, this recommendation set will hit all resources in the future and
be of no interest whatsoever. T'wo kinds of modifications are possible to make the
problem more interesting:

1. Modify the recommendation quality measure. For instance, one may think
of counting the number of hits relative to the number of given recommenda-
tions. While optimal recommendations for the simple quality measure (3)
consist of large recommendation sets, optimal recommendations for the rel-
ative number of hitting recommendations have very small recommendation
sets: in almost all cases for each history only the one resource with high-
est follow-up probability is selected and all other resources with lesser but
perhaps also high probabilities are discarded.

2. Restrict the space of possible recommender systems by imposing additional
constraints. A restriction that always ever is sensible in practice is to allow
only recommendation sets of a given maximal size (i.e., r(h)| < n for all
h € R* and a given n € N). This constraint forces a restriction to the best
n recommendations; in practice, n will be a small number. say 3 up to 5, of
recommendations that users may be willing to look at. — Thus, one may
specialize the problem of finding an optimal recommender system to the
construction of an optimal one among a predefined class of recommender
systems (e.g.. those with at most a given number of recommendations per
history).

For paths in a (sparsely linked) graph the computation of recommendations
with respect to a quality measure based on hits (disregarding distances of recom-
mended resources) will — in most cases — still result in a set of resources directly
linked to the recommendation point. Here, we use the idea of Mobasher (2001)
to weight resources farther apart higher by choosing an appropriate quality mea-
sure depending on the distances of the recommended resources. Of course, utility
functions — when used for modeling different problems — may depend on other
parameters besides distance as well.
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4.2 Different types of recommender systems

As the preceding discussion has shown, a variety of optimality criteria for
recommender systems can be designed on the basis of appropriate choices of ¢
and optional restrictions for 7. Here, we start with some obvious possibilities to
typify recommender systems.

As normally the number of collected navigation paths is very large compared
to the number of resources of the underlying site, we may break down the global
problem of finding optimal recommender systems for a whole site into a set of
smaller subproblems of constructing optimal systems for each single resource. We
split R* for x € R into spaces R} = {p € R* |pp = x} that consist only of
sequences with = at the last position and call

7z : RE — P(R) (7)

a local recommender system at resource zin contrast to the global version described
by (1). Accordingly, the training set S'™® for the global system is transformed
into training sets Si™" C R} x R* for the local systems that consist of all navi-
gation paths p split at  (as recommendation point, if p contains x); in the case
that a resource z appears k times in a path p € S'"" then S'™i" contains k
replications of p split at each occurrence of recommendation point . — Once
that optimal local systems for all € R have been found, they can be pieced to-
gether to a global system r : R* — P(R) by delegating the recommendation task
to the appropriate local model, i.e., r(h) := Thy, (h), as there is no dependency
of the recommendations given at one recommendation point upon those given at
another recommendation point.

We further distinguish between static and dynamic recommender systems:
static recommender systems do not take into account the former navigation his-
tories of users and provide a static set of recommendations for all visitors, while
dynamic recommender systems may depend on the histories and provide different
recommendation sets for users with different histories. Dynamic systems may be
build by first partition the histories of the training set S"*" and, then, compute
a static system for each class.

Training and test sets for static (local) recommender systems can be described
as (multi)sets of futures F; C R*, extracted from SI™" via F, := {f € R*|3h e
Ry : (h,f) € S™*in}. A simple recommender system just counts frequencies of
resources y € R in the future paths via

freq(y) = |{f e F;,g l'y occurs in f}!

and recommends the n most frequent ones. Up to now, no utility functions have
been taken into consideration. To do so, one has to sum up the utility values for
all resources in the future paths, e.g., for the distance sensitive utility functions
within (6) one computes the weighted frequencies

wireq(y) = Z g(z. f.y)

fEF;
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and, again, selects the n highest valued follow-up resources. Note that the com-
putation of the weighted frequencies depends on the recommendation point z, but
the recommendation set itself does not, thus, a static recommender system is gen-
erated. By construction this is the optimal system among all static recommender
systems at x.

Dynamic (local) recommender systems make use of a history partition C =
{Cy,....Cn} of (asuperset of) all histories h € R in the test set (where m € N
is the number of classes). The test set S'*' can be partitioned into test sets
S'st| = {(h, f) € §'' |h € C} for each class C' € C and a static recommender
system can be build for each such class.

While the use of ordinary partitions is straightforward, fuzzy partitions need
additional information about predicted utility values for recommendations given
by the static recommender systems for each class. Now, let C = {wy,... ,wn} be
a fuzzy partition of the histories, i.e., all w € C are functions w : R* — [0,1] with
Swec w(h) =1 for all h € R*. w(h) is called weight of h in class w. The static
recommender systems for each class w have to provide a predicted utility value
for each recommendation, i.e., they are maps

rw: R* — [0,1]7
A (rw(h): R — [0,1] )
y = rw(h)(y)

with recommendation set
rec(h) := {(y,v) € R x [0.1] |y € R with v := 7y (h)(y) > 0}

To yield recommendations for a given history h a dynamic recommender system
using fuzzy partitions, first, computes the weights of h for all classes w, second,
computes for all classes w with w(h) > 0 the (extended) recommendation set
ru(h). third, adjusts the predicted utility values by the weight w(h) for the class
the recommendations stem from, and, then, chooses the n recommendations with
highest (adjusted) predicted utility.

A trivial example for a dynamic recommender system is the one build upon
the singleton partition C = {{h}|3f € R* : (h,f) € S}, that we call rec-
ommender system based on finest history partition. As each difference between
histories results in different classes, this recommender system extremely suffers
from overfitting and therefore performs very poorly on test sets. But beside the
fact that the recommender system based on finest history partition is a trivial
example for a dynamic system. it can be useful for the computation of an upper
bound for the raw recommendation score (that can be achieved by any recom-
mender system on the underlying test set). if it is trained by the test set (!) itself,
i.e.. the raw recommendation score of the recommender system based on finest his-
tory partition for a test set §' is the theoretically mazimal raw recommendation
score Q'™ (S'*S'). As the history describes all the information a recommender
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system has to base recommendations on, the computation of a recommendation
set for each such history is the finest possible system that will achieve the best
possible score.

The computation of Q}5Y, requires the building of a huge amount of static rec-
ommender systems (one for each history), that either may consume a considerable
large amount of memory or forces several iterations over the test set database.
Alternatively, a more pessimistic upper bound can be computed by choosing the
best recommendation for each very history in the test set in a single loop over the
test set database. Note that this may result in different recommendation sets for
the very same history and, thus. may never be achieved by a real recommender
system. But for test sets with many different histories and a decent quality func-
tion this bound is close enough to QY. As in our experiments in Section 5

max*®
runtime has not been considered, we use exact values for Q% .
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Figure 4: Architecture of a dynamic global recommender system

Obviously, both, localization (i.e., the determination of local systems) and the
usage of history partitions can be viewed as application of a clustering technique
to the histories of paths in § that — based on an adequate similarity criterion for
navigation paths — reduces the global problem to the handling of subproblems
described by more homogeneous sub(multi)sets S|¢c, where C' denotes the class
under consideration of the resulting (possibly fuzzy or overlapping) classification.
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Of course, one can combine these possibilities and apply history partitions to
Sz. resulting in S|, or split 8| into subsets of navigation paths with same
recommendation point z. resulting in (S|¢),. Note, that while localization uses
very intuitive classes that do not have to be computed, the hard part of history
partitions is the computation of the partition itself. Therefore, one first applies
localization and afterwards computes history partitions for each local system. An
overview of the architecture of such a complex system is given in Figure 4.

4.9 Recommender systems based on frequent substructures of navigation histories

Frequent substructures of the histories at a resource r can be used to build
fuzzy partitions for dynamic local recommender systems. For a local training set
S C R? x R* at a recommendation point x € R let H, := {h € R%|3f ¢
R* : (h,f) € S'™in} be the (multi)set of corresponding histories. Let D, =
P(H, minsup) denote the set of frequent substructures of H,. For each frequent
substructure a € ®, we build a class represented by the weight function w, :
R; — [0,1]. Note, that the empty substructure §) occurs in every history by
definition and, thus, is frequent in any case; it serves as class for histories without
any frequent (non-empty) substructures. For h € R} let ®(h) denote the set of
frequent substructures occurring in h (including @). The class weight functions
wy are then defined as

v(a)
wq(h) = Cocom 8 for a € ®(h)
0

otherwise

where v : @, — R{ is a function that measures how specific or interesting a fre-
quent substructure is. » might be set coustantly to 1 (not making any differences
between different substructures and. thus, weighting them all equally), it might
consider the frequency of a substructure and be set to the inverse of the support
Ew_l,['a_l‘ or it might consider structural information of a substructure and be set

to the complexity |a| of a frequent substructure. We will use the second variant
in our experiment in Section 5.

Alternatively. one can assign histories only to classes representing maximal
substructures. Let PM®(h) be the set of maximal frequent substructures of h
(especially {0}, if there are no frequent substructures at all) and compute w,
with @™(h) instead of & h).

Partitions based on frequent structures tend to become rather large for small
minimum support values. A pruning step can decrease the number of interesting
frequent substructures before the partition is formed and static recommender
systems for each class are build, For any frequent substructure a € ®,. all more
specific substructures b € @, (e.g.. supersets, supersequences, etc.), that have the
same support, can be removed: as identical support values will lead to the same
class weights and as both frequent substructures a and b have the same training
sets, i.e., lead to the same static recommender system, they would create the very
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same recommendations, and, consequently, the system for b is superfluous. The
reader acquainted with the notion of closed subsets in the theory of set based
association rules will see the analogy between this pruning step and the search
just for closed subsets (see, e.g., Zaki & Hsiao, 1999); but note, that while closed
subsets are the most specific ones among all subsets with same support, here —
by contrast — we keep the most general ones among all substructures with same
support.

5. Examples and Experiments

After the theoretical outline we present a series of small examples to illustrate
the capabilities and shortcomings of the different kinds of recommender systems
based on navigation paths before an experimental evaluation is described with
the intention to provide a feeling for the advantages obtainable by application of
path features.

A utility w: 12 3 4
wa: 1 1.7 2.1 924
/ I \ path  history future
Vs PiI: ABC F E B
I I v I Prir: AC F D ¢ D
E+—+F+— G Prv: ABC D G F E
a) site graph b) paths of example 1
utility uy: 12 3 utility u: 12 3 4
wp: 1 1.7 21 ug: 1 1.7 21 24
path  history future path history future
pv: BAC D F G Prx: BAC D F G
VI ABC F E B Px: ADFEBC F E B
PVII: BAC F D @G PXI: BAC F D G D
VI ABC D G F PXII ABC D ¢ F E

¢) paths of example 2

Figure 5: Site graph and sample paths of examples 1. 2, and 3

Figure 5 shows the link graph of a small site of seven resources R
F.G} and three examples of navi

dation point C. The

paths differ with res
remain unchanged in the different exa
recommendation (n = 1)

d) paths of example 3

= {A,B.C.D.E,
gation paths that are all analyzed at recommen-
pect to their histories while their futures
mples. For simplicity, at most a single
is provided for comparisons,
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We start with example 1 and assume that the underlying system is static and
that & = {pr.prr.prrr.prv} is the (multi)set of navigation paths under consid-
eration. Without using utility functions one just counts occurrences of resources
following C: F is the only resource occurring in all four futures and, thus, a rec-
ommender system based on mere frequencies would recommend F. Now. we add a
utility distance uy(d) := d or us(d) = logd+ 1, respectively: the utility values for
the resources following C are given in the upper two lines of the tables. Using util-
ity sums, the recommender system based on weighted frequencies now computes
the wu)-utility sum 7 for F and the uj-utility sum 8 for G or the ug-utility sum 5.8
for F and the wuo-utility sum 5.9 for G and — in both cases — would recommend
G instead of F. If a resource occurs more than once in the future path (as D in
path pyr;) only the first occurrence (shortest empirical distance) is counted.

The recommender system based on finest history partition recovers two history
classes {A} and {A.B}. For class {A} the recommendation G with u;-utility sum
6 (or up-utility sum 4.2) is computed. for class {A B} recommendation E. also
with u-utility sum 6 (or us-utility sum 4.1), is found, resulting in a theoretically
maximal possible recommendation score of 12 for uy (or 8.3 for us). Thus, the
normalized recommendation score of the recommender system based on mere
frequencies is 7/12 = 0.58 for u; (or 5.8/8.3 = 0.70 for uy) while for the system
based on weighted frequencies it is 8/12 = 0.66 for wj-utility summation (or
5.9/8.3 = 0.71 for us-utility summation). This part of our small example was
designed to show that the incorporation of utility distances (other utility functions
are thinkable) leads to the recommendation of resource G farther apart from
recommendation point C instead of resource F directly linked to C.

Now we apply the recommender system based on frequent subsets with minsup
= 0.5 to example 1. The two frequent subsets {A} with support 1 and {A B} with
support 0.5 are found and lead to a fuzzy partition with 3 classes. For the static
recommender system based on weighted frequencies that takes into account all
histories containing {A} all four paths are used and consequently G is computed
as best recommendation (the same as for histories containing (), for the same
system that, now, takes into account all histories containing {A,B} only the paths
pr; and ppy are used, so that E is computed as best recommendation. Thus, the
recommender system based on frequent subsets achieves a recommendation score
of 1.0.

Next, we take example 2 which is a slight modification of example 1: paths
pv and py g now start with BA (instead of A as py and py did). Consequently,
the recommender system based on frequent subsets recovers only one class of
histories {A.B} and, thus, will achieve the recommendation score of 0.70 only.
The recommender system based on frequent subsequences still can distinguish
between subsequences AB and BA of the histories and achieves a recommendation
score of 1.0 again.

If we, now, look at example 3 in which only the history of path py was changed
compared to path py; of example 2 by inserting a deviation DFE between A
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and BC in the history, the extraction of frequent contiguous
result in BA only and a distinction between the
would not be possible. But the recommender syst
subsequences (or path fragments)
generalized sequences A * B and B
give better recommendations.

Finally, our findings have been checked on a larger (multi)set S. Table 1 shows
the result of an experimental evaluation of some of the different recommender
systems based on navigation paths as described earlier. We modeled four different
classes of users navigating a small site of 20 resources (A-T). On the basis of
an abstract description of user classes (percentage of total users, templates of
navigation behavior, distributions of variations etc.) we created a database of
10.000 navigation paths, 90% of the paths were used as training set Strain ¢,
build the models, the remaining 10% of the paths as test set 8" to evaluate the
quality of the models and compute the recommendation scores, We used the utility
function u; and allowed only a single recommendation at each resource (n=1).

As expected, the use of simple frequencies (model freg) resulted in a low global
recommendation score of (.41, for the local versi

(.15 at some of the resources. Using this as b
frequencies (wfreq) that takes into conside
funetion achieves an overall improvement in global quality of over 50% (global
recommendation score 0.64). As we put strong sequential effects in the navigation
patterns of the different user classes, dynamic recommendations based on frequent
sets (sets) do not result in a better global score (0.65), but using sequences (seq) or
even better simple generalized sequences (sgseq) or path fragments ( frag) further
improvements of the global recommendation quality were possible (by another
32% with respect to the baseline score (see the global recommendation scores of
0.69, 0.76, and 0.77. respectively)). In all cases, the frequent substructures for
the dynamic models have been extracted with a minimum support of 0.2.

The local quality scores show that not in all cases (
tion points) the same ranking as for the g
can be observed. This is due to the fact that at some rec
sequential effects were not strong enough in the da
svstems based on path substructures could not t
path features, and /or due to the choice of the same
recommender systems, that is
the local systems.

subsequences would
two classes found in example 2
em based on simple generalized
is able to separate the two frequent simple
A in the histories of example 3 and can, thus.

aseline, the model based on weighted
ration the special form of the utility

i.e., at all recommenda-
lobal recommendation quality values
ommendation points
ta so that local recommender
ake advantage of some of the

minimum support for all local
responsible for small overfitting effects in some of
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6. Outlook

A framework for recommender systems based on navigation paths has been
presented and the influence of different path features on recommendation quality
considerations was theoretically discussed and empirically demonstrated. We de-
veloped a generic method to measure the quality of recommender systems in terms
of a the (normalized) recommendation score, S0 that different systems can easily
be compared, and gave examples for recommender systems based on navigation
paths that made use of frequent substructures in the path histories.

Future work should address questions as pruning based on substructure par-
titions. automatically finding optimal support values, as well as comparing our
results to those of history partitions obtained by approaches different from fre-
quent substructures. Beside theoretical work on mathematical modeling of rec-
ommender systems an empirical evaluation of how they are used (and liked) by
site visitors is one of the urgent questions in the field.
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